
A transformation T from a set X to a set Y
-

is a rule that assigns
to each xeX an

outout y : T(x) + Y
.

(we wite T : X -Y)

X is called the domain. Y is the
-

Hangespace ar codomain.
-

Def : Let V
,
w be reafor spaces

over a Geld IF.

-

T:V-W is linear if
-

1) +(u+i) = +(n) ++(v) fu,
v =V

2) +(c) = o +(v)veV, relF .

equivalently ,

T(on + pi) = -+(a) + pT() fureV
-5,B + If



E: V = Ph(polynomials of degrees (
W= IPn-1

Define +(p)
= pl .

EX: V =W=R2
-

Let Tr : IR2-IR2 be rotation by

Wredians counterclockwise.

why is To linear?

-To essentially "picks upt

The parallelogram formed by

↓ i and i and rotates it, so

T(u + e) and Tu + To
end up

being the same .

Also not hard to seeTh = T(on)



Ex: v = w = IR?

Let T
: IRE-TIR2 be reflection about x-axis.

+ ((2)) = (2) .

Can checkdgebically that T is linear

over 112

El Recall that
IR is a

rector space

itself. (A bit
weird sincerestorsandone

and the same

Suppose
T: /R-IR is linear

LAxEIR .

Then T(x) = T(x . 1) = x +(1) .

net a = T (1) .
The T(x) = ax .

So T is the map
that scales by a



Linear transformations T: IR"--IRM

IR" tes standard basis rector,

= (i) .-(i),..., e- (i)
I

In spot
Let ai = T(ei) ,

i = , ...,2 .

Claim: the values of as determine T completely.
-

& Let = (i)
Then Y = x,

e
,

+..-
+ Xen

T(E) = T(x,
2

,
+ ...

+ xie)

= x
,
T(e) + .. .

+
xxT(en)

= X,, + . ..
+ knan

Define A = S, , . ..,] (Sam ea
Actainsall information aboutT



Write A as

A =·S
With this rotation,

=S ; (
am

,
12

How should we define multiplication of a

matrix and a rector ?

We want Ax
= T(X)

T (E)- Exin = x
, () +G

k= am
, z

+... + x()



This leads to define At as the thing
on therightund side.

multiply each column
of A by the corresponding↳entry of i and add them up

E(i ? )(5) = +(i) + 2(z) + y(i)
= (i):

Notice inE) that if we collect the terms

then the 1-th entry of Ax is

9
R,, X1 + 912

,242 + --- + 91
, n

%
m

I am ,j Xi (k = 1
, . . .,m)

j= 1

(ii)(i) =((
-(ii)



223 Linear maps
and generating sets

Trp: Let T : V+W be linear .
Then T is

completely defined by its
values or a generating set.

Put differently ,
if T

,Tz : V-W agree
or

a generating set ,
then T

.
= Tc (they agree

everywhere) .

Pf.... I
-

Conclusions :

-

· To get the
matrix of T:IR"

- IRY,

form the matrix with columns an = Tex-

· If we
have the matrix A

of, the

TC) can
be computed as

T(x) = A

cancompletea "now by
column



The matrix of T : RR"-tIR" is sometimes

devoted [T] .

Sometimes
,

we drop the

brackets and conflateI w its matrix .

Sometimes with The instead of T (i) .

Rank : In an expression
like A ,

# of cols

-

ofA must match # of entries
in

Q Let
TIRE --IR2

be reflection about

the line X ,
= x2

Se .

the line

& ( ,xYE
: x

,
= xe3) .

Find the matix of T

+ (b) = (i)

+ (i) = (6)

S

so (+ 3 = (i)
s = (j) = (j)(2) = + (i) +2(b)

= (2) -



& Let DeR and To be rotation CW by O .

what is [To] ?

T (0) = (a)
+ (i) =F)
#sind (To] : (S-inSe

O

For
[T] = ( - (

=(



tetransformations as awate
a a

can define at
to be the map given by

(i+)() = -(+i) Niev

can check that
of defied this way

is also

linear :

(oT) (p , v = Bz)

~
def

= of (p, = Pr=)
+
is= 0 (p ,

+Y + PcTv)
linear

= -B,
T + OBcTh

= p , (oT=) + pu(0+=)



Given T
,
Tz : V-W both linear, can

define T
,

+Tz : V -W by

(T,
+ +z)(v) = T

,
y +Tzi

Ti + Tz is also linear for
similar reasons.

With these operations ,
the space

CCV, w) of all linear maps
from V to w

is itself a
rector space

!

If tedious
.

A

Composition of linear
transformations and matrix

multiplication-
we have defred multiplication of a matrix and

column.

can extend this to
difre product of two

matrices .



Yet if b
,

be
, ...,

by are the columns of

B
,

then AB is
defined to be the

matrix

AB := (ap, mo ...]
i
. e .

the R-th col is Able

If we use the now-by-column
rule

,
we find

that

(AB) j, in
= Crow#j of A) . Column R -F B)

= Faj ,ebe,

NoticethatforAB
to be well

denah
the size of a col in B.

A B -> AB

nx + mxr&my n

dimension ech



e(3)(iC
Result is

-> 2x2

2x3 3x2

1. 5 + 201 + 3 . 3 1 . 6 + 2 -1 t 3 . 3
= S S14 . 5 + 5 . 1 + 6. 3 4 . 6 + 5 . 1 + 6. 3

why is multiplication defied like this ?

suppose T:
IR"-> IR* T2 : IR"-> IR"linear

· Define T = T
,

o Tz by
IRIRR

(TiTz)(x) = T
,
(Tz(x) i

· check that T,OTz is a linear map

from IR" to IR"

· what is the matrix of T= T
, OTz ?

LetA be the matrix of T
,
B the matrix of Te



By definition the columns of

the matix of T are

T(
, )

, ...,
T(er)

-> T(en) =[, Tz)(en)

= T
, (+(e)

= T
. (B) (multiply

B

aa
= T

, (5,) k-the column

= AJr

so the columns of T's matrix

are A5
, ...,

Abr !

In other words ,
matrix multiplication is defred

so that
the matrix of

T

, o Tz is simply AB .



Ex : T:R2 -+IR reflection about X
1

= 3x2
-

Find [+]

of T#
↳the matrix

Can write T ac composition of

simpler maps.

Let To = reflection across x,-axis ·

L+ W = angle of line to +x
, -axis

T = RyotoRy (not)

By discussion above,

[+ j = [Rr][To] [R -r]

(t07 = (02)
Ry = (cosW-



R-v = (Cos sin)

cosu
?
-#sinc?

cost=
o ,

sint= To

+ 3: (ii) (i) (is)
= To. ))?)(i)(-is)
= ((i =s))(i)
= (5) = (ii)



Properties
1) A(BC) = (AB) C associative

provided one side
is defined

2) A(b + c) = AB + AC

(A+B)C=Aside a defeed

3) o (AB) = (NA)B = A CoB)

But
,
AB #BA usually !

A =mxnm> AB makes
sense

B = nxr But is not even defined

Even if A andB are both uxn,

ABABA most of the time.



Fact: (AB)T = BAT
.

check this lif you
feel like it

Bed Let A = nxn /square matix).
-

The

greement
thm : Let A = mxn

,
B = nxm .

Then

-

tr (A1) =
tr (BA) .

Pfi T : Maxm-> IR

T2 : Mnxm -IR

T
, (x) = +r(AX)

Tc(X) = +r (xA)

Let Xii
be the now

matix = 0 everywher

except at is entry,

where it is 1.



T
. (Xii) = tr(AXii)i

= aj:
A=
:

i
Tc (Xi

,
i) =+ (Xi

,jA)

(...
aj , 12

-(:
j

to (Xi
, j
A) = aj , :

. A



Invertible transformations
-

Verector space
In :
V-V is the map

Ir(E)=
**NV.

Note IV is linear.
↑

In is called the identify transformation
of v

-

often simply write
I

·I: IR"-IR". The matrix of
I

F= = ((--

00 ...

for any A ,
Al = A
,FAwhen

Def : Let A :V-W be linear. A is Entertible
-

if there is some B : W+V s .
t.

BA = Iv

A isinvertible
if tre is some =a



· generally ,
left/right inverses are not unique

Yef: A :V-W is invertible if it is both

-

left and night invertible
.

If A :
V-W is

invertible, then its

-

Thm :

and right inverses B andC are

Oft

unique
and coincide.

is
invertible iff there is a

Collay : A : V->y

chinar) trauf AW-eV
set.

unique linear

A A = Iv
,
AA- = Ew .

Att is called the inverse
of A.

#thm : Suppose BA=E
,

AC : I
.

BAC = B(AC)= BI = B
.

Oroff,
BAC : (BA)C = IC

= C
·

So B = C.

If B
,
A = 1 also

,
then above tells us B,

= C,

so B= B
,.
Similarly for C . It



If A matix is invertible if the corresponding
linear transformation is

E 1) I is nurtible .

It = I
.

2) rotation Ry is invetble

(RG) " = Per -

can also check this by
motix mult.

(i) is left investible

(= =)) , ) = (z + 2) = (1) =7,

(i) is not right invertible
since it has

multiple left inverses

(2 -x)) ! ) = R - 1=(1)

why does this imply (1) is not right in



Mul : we will show later that an invertible
-

matrix must
be square (uxu)

and that

if A is square
and has either a

left inv

or right inv
,
then A is invertible.

-
If A and is are

invertible
,

and
Thm :

AB is defined
,

then AB is invertible

and

(AB) " = BAt

E (AB)(BA") = A (BBA=
NIA

= AA = I .

Also (BA)(AB)=
B"FB = B"B = F . A

Ru: It's possible that AB is invertible
,

but A and B are not individually .

2 x33x2 2x2

(iii)( = Co
A



⑭5Free ofthen so is AT
,
and

(AT)
"

= (A =).

If
(A-1)AT = (AA

-)T = IT = F .

A T(A- )
T

= (A
+
A)T = IT= F

. E

is an
invertible

Def- An isomorphism-
-

hear transformation.

If A :V-W is an isomorphism ,
v and is

are
called isomorphic (wite

VEW)
-

FFV and W are isomorphic , they
are

"the same

in some sense.



The Let A : V->W be an isomorphism

let ut, ... in be a basis in V .
Then

As, ...,
Art is a basic in W.

If :
-

independence :

linear

p,
(AY)+ - ..

+ Bn(Am) = 0w

Linearity => A(p,, + -
- + B.m) = 0

A has an inverse
At

A
+ (A(p,

Y + ... + P -n)) = A
+ 8

= In (p ,
r

,
+... + pr) = 0

=> B ,
Y

,
+ ...

+ Bur = O

=> Bi = o Fi .

Let -W . the A eV.
spanning :

-

are Ni z If sit.
There

>

&, , +..- +T = Aw



=> A (0 , % + . ..
+ 5) = w

=> <
,
Av ,

+... + GAE = W
. I

thm : Let A : V+W be linear
.

IfI, . . .,
In

-

is a
basis for V ,

and
, ...,

the is a basis for

W
,

and Avia = Wie for k = 1, . .

.,
n

,
the

A is an isomorphism.

If Defore the linear map

B : W+V by B(i) = Ye
,

R=, ...,n.

this map
is completely determined by this

assignment since i, ...,
in
,

i a basis.

Check that B = A! E



Eg. 1) A : /"
*
-> IP

A (2) = 1
,
A(E2) = +

, . . . , Ale ) = th

A is an iso. by than alsort

· set n = 2

A(ij) = 3 + t +
it

2) Let V be a v. S .
over IR with basis

, ...,En .

Define

A : 1R"->V

A = Yp .

A is an iso.

so VEIR?




